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Abstract: An  adapy ve de-imerlacing algorithm based on
muation compensation s presenfed m this paper. In this
algerithm, the mation blocks are detecred aceurately by using
successive d-field images. With the Kalman filter, the motion
ssimation wedule searches motion vector ouly for wotion
blocks, and the search model is adaptive to motion vetocity and
acceleration. "Fwo de-interlacing methods are adopted fo satisfy
the different requirenents of motion blocks and static blocks.
(‘empared with full search algorithm, the proposed alporithm
erestly reduces the computational amount with keeping the
performance approxiinately.
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1. Introduction

In the current worldwide television svstem, the interlaced
scanning technique is widely adopted to reduce the
bandwidth burden of the video signals. But a major
drawback of the interlacing on the curent brnght
high-resolution displays is the line flicker- and jagged
effects of moving edges. Thus. many de-interlacing
algorithms have been proposed to reduce those artifacts.

Among the existing de-interlacing algorithms, motion

compensation (MC) is the most promising method. As
due to the inertia, it always takes time for objects to
completely disappaar, or geometrically distort, resulting a
strong comrelation of successive images. The motion
compensation algorithms attempt to interpolate in the
direction with the highest correlation, ie., interpelation

along the motion trajectory.
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Tn the MC algorithm, block-matching algorithm has

been widely adoptzd for motion estimation. In theary,
full search block-matching method can find the optimal
0-7803-8406-7/04/520.00 © 2004 IEEE.
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solution, but it 1s hard to deal with visual sequence in
real-lime bhecause of high computabional complexity.
Many fast block-matching
proposed 'L such as three steps search (T'SS), 2.1

algorithms have been
loganthmic search (TIDL), orthogonal search algorithm
fOSA), one at a time search (OTS), cross search
algorithm  (CSA) and hierarchical block matching
algorithms (HBMA). If there is real motion, the searched
motion vector can be directly used to compensate.
However, the estimated motion vector 1 always
inaccurate, so a temporal median filtenng 1s ofien
emploved for further post-processing, .

For this purpose. this paper presents an adaptive de-
interlacing algorithm with better performance based on
motion compensation, which consists of the motion
detection with 4-field images and the motion estimation

with the Kalman filtering.

2,
Motion Compensation

Adaptive De-interlacing Algorithm Based on

A large percentage of static blocks are encountered in
video sequences ). For static blocks, field repetition
algorithm is the best de-interlacing method. While for
motion blocks, motion compensation can improve the
de-initerlacing effect. This suggests us to separately deal
with the static and the motion parts, which forms the
adaptive de-interlacing algorithm based on motion
compensation. It follows three processing steps: motion
blocks detection, adaptive motion veclor estimation
based on spatic-temporal correlation, de-interlacing. The
block diagram of this algorithm is shown in Figure 1,
where flagl, flag2 and flag are the motion block marker

matrices.
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Figure 1 Block diagram of the proposed de-interlacing method

2.1 Motion Block Detection

The motion blocks are identified by computing the mean
matching difference (MMD) between the blocks to be
detocted i the eurrent field and the corresponding blocks
i the referenced field. I the MMD is bigger than a given
{lreshold, the block will be considered a motion block.
To make more accurate detection of the motion blocks,
thc same-parity 4-ficld imagés are needed 81

2.1.1 Choice of malching criteria

A matching criterion, or distortion function, is used to
measure the similarite between the target block and

candidate blocks. As well known, the mean square

dilference function is oo complex to be used in real-time.

While, the mean absolute difference fanction is simple,
bug casy to be interfered by noise. So, a double threshold

(13 1) erileria ts proposed. which defines as

-
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0 else
where (s, 1) is the block number, 7is the motion marker
5, the luminance matrices of

matrix, 4 and

compared blocks respectively, 77 and A the block width
and block height respectively.  and ¢, the thresholds,

and ardixy the logic [unction,

2.1.2 Chaoice of threshold and post-processing

In mation detection, the choice of threshold is a difficulty.

Any crroncous detection will cause artifacts as spots in
the video. So over defection is emploved to detect motion
blocks as many as possible. Then post-processing is
performed on the motion marker matrix o remove the
falsc alarms. By mars experiments, we conclude that for

DT eriteria the choice of threshold is as follows:
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l'(rl =1 @& round([0.3,0.35]%F * /7
Lo, =2 @& round([0.2.031%IF * ) (2)
i‘ @ =3 e round([0.15.0 23] * 7}

Morphological filtering, which includes the opening
and closing operations, can eliminate the background
noise of the over-detected motion marker picrure. The
opening is used to reduce the noise, while the closing is
used fo fill up holes in the motion object. Many times of
opening and closing process operated alternatsly can
improve the quality of post processing. From Figure 2.
which shows the detected motion blocks piclure of ‘geoff”
sequence, we can conclude that the post-processing
reduces noise (small black dots) and fills up some holes

in the moticn object. »

Figure 2 Post Processing of the motion blocks detection: (a)
the original picture of over-detected motion hlocks; (b)) the

post-processed Picture

2.2 Adaptive Motion Vector Estimation Based on
Spatio-temporal Correlation (AME-BSTC)

In spatial domain. if two adjacent blocks, such as the
current block and its left block. belong to the same
motion object. their moiion vectors may be similar B,
and in temporal domain, motion vectors of motion

objects have the characteristic of leaning to center ¥ By



the spatial or temporal correlation, motion vector can be
predicied. However, the algorithm based on spatial
correlation will be false 1f the adjacent blocks do not
helong to the same mation ohject, while algorithm based
on tempordal .correlation  depends on  the previous
estimation preciston So the two algorithms combine to
make one better algorithm based on spatio-temporal
correlation.
(1) Prediction of search center and search window

Here. Kalman filter is served as a backward prediction,
because motion estination 1s searching matching block
in the previcus field The state vectors of the Kalman
filter are detined as follows.

Initial state: X, =[x, »,. %, ,%, T
Nextstate: X, =[xl vl v |

Where (x,. .0 and ¢4, #,) are rtespectively the
position and predicted velocity of some motion block in
the field & (x] ,y;) and  (uf, v,) are respectively
predicted position and velocity of the matching block in
the fieid A-1.

assuming that the object motion is almost linear within
the fleld interval, ie.,

In temporal domain, we are implicitly

demaim, predicted velocity is equal to the veloeity of its
feft block.
The state transition matrix 4 and the measurement

marrix ¢ are given by

=

Lo-to] 0 0 0
! 1
L,_|o1 o -1 end c=[ |-
i ' 010 o
60 ¢ 1]

respectively (since they are time independent, we omitted
the nme subscript). =
The state function and the measurement function are
‘defined by function 3} and (4) respectively.
X, =4X, + o, (3)
)

“with gy =[-g,-500] the input white noise and (o, 4)

F, =CX] +V,

for acceleration of motion block, and p; =[v,,v,J* the
.observation white noise. We assume that in every
direction acceleration 1s the homogeneous distributing,

with 1“-‘(_3,14). the  probability density. Then the

&, =ul, % =v,, and in spatial
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covariance matrix, o and R, are given as follows.

lar 0 0o .

3 L ' and B o= altky 0 :
Q.| 0 MO 0 ’ 0 oltk

o 0 0 0

0 0 00

Then the next state can e caleulated by Kalman
recursion function.

Tao the state vector 1L 1s associated the slate covartance
mamnx P, thal encodes the uncertainty of the current
state; the region of the phase space centered on the
estimated state which containg the true stale with a given

probability ¢ is given by the ellipsoid.

= FXRYK =R ¢ )

n the block-matching algonthm, the elliptical scarch
region 15' too complex. so it is transformed into a
rectangular search region by searching the lefimost, the
rightmast, the highest and the lowest points.

(2) Adaplive multi-model sem'clh

Search model is categorized into three groups by the
absolute difference, o  between temporal predicted
motion vector and spatial pradicted motion vector:

a) max{dr<=d: the carrent motion block and its spatial
adjacent block belong to the same motion object. The
search modal is based on spatial correlation.

b ) <miax{d)<=d,: comparc the current block and the
spatial predicted biock and temporal predicted block
respectively, and then choose the better matching block
the

correspondingly based on temporal or spatial carrelation.

as the search center and search model 1s

¢) max{dh>dy: the prediction 1s wrong, and full search
method 1s adopted. .

Here 4, and & are the threshold values determined
empirically

In the search based on temporal or spatial correlation,
the search model varies with absclute value of
acceleration, a: when max(z)i < A the motion vector is
evaluated by the prechcted value; when B <maxia) < 4. .
search with TS5, when max(a) » g, search with S, Here
f and g, are both experiential thresholds. In TSS or

FS search, the search center and search region are

calculated by equation (3) and (5) respectively



3. Experimental Results and Analysis

The MC-based de-interlacing algorithm requires 4-feld
memory, which increases the hardware cosls, but the
performance is better and the computational amount is
less than the available MC algarithms. In this section, the
proposed algorithm and two classieal MC algorithms
with TS5 and IS search will be mutually compared.

3.1 Evaluation Method

Several methods can be used Lo evaluate the de-interlaced
results ranging from cobjective to subjective evaluation.
We prefer to use the objective measurement,

3.1.1 With prngrpssive.scunning sequence

Nowadays, there are many progressive sequences, with
which 1l 1s casy Lo evaluate the performance of the tested
de-interlacing  algorithms.  Thus, two crilerions are
defined as follows.

Error Ratio is defined as the percent of different
clement hetween the original progressive frame, 4, and
the de-interlaced image. B with size of A*N.

& & 3
NI {ord (A p.g. P~ Bl p.g.r)) = 0}

= r=tgal rul (6)

4 MEN*3

Significant Errer Ratio 15 defined as the percent of
different element. between .4 and B, whose absolute
diflerence is greater than a given threshold, ¢

E

5.3 S lond]] A(p.g. 7Y~ Bp.g. ) > 1]}

szl sl (7)

R, .
M EN*3

3.1.2 With interliced scanning sequence

Because the motion compensation algorithm with FS
mthad can obtain optimal performance, other algerithms
cun be evaluated by being compared with FS method.

3.2 Experimental Results

In experiment, & progressive sequence, bov’, and an
mterlaced sequence, golf”, are selecled as test-bed, They
are both containing abundant mation information, such
as static background, slow motion and fast motion.

Table 1 and Table 2 respectively show the experiment
results of three algorithms with the test video sequences.
In the two experiments. the value of each parameter'is
given as follows: the size of sub-block 1s 4%6 pivel, the
size of search window for TS and TSS is 6 blocks,

¢’ =09 M=1Dblocks: gl(0) =g (0)=1" & =1 & =8.
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B =2 pixels 182 =10 pivels d, =2blocks =6
d, =3blorks - From Lhe two tables, we can find that the
proposed de-interlacing algorithm ™ greatly reduces the
search amount and keeps the same performance with the

full search algorithm, .

Table 1 Result of ‘boy’ sequence

i ) i Search E Error Remadkabile
, Algorithm . )
I | amount ratio (%6) | error ratin (%§) !
Fg 11 41.20 741
; i
TS8 | 0.0011 4418 11.12
AME-BSTC! 0.0018 43.36 8.5

Table 2 Result of ‘golf” sequence

i 1
Search | Remakable |
Algorithm 0 |
amount | i

F& 1
IS8 0.6011 18.67 454 |
AMEBSTC Q.0018 13.13 1.43 !

4. Conclusions

This paper presents an adaptive de-interlacing algorithm
based on motion compensation, which processes the
static blocks and the motion blocks separately in a field
to reduce search computational amount Experiment
results show that this algorithm greatly reduces the
search amount and keeps the performance with the full
search algorithm,
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